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•Decision support

•Physiological models

•Machine learning

•Scientific connections to 
Universities

•Cost-benefit analysis

•Artificial intelligence

•Causal probabilistic (Bayesian) 
networks

Modelling

•Infectious diseases

•Workflow analysis

•Microbiological and pathological 
understanding

•Clinical Trails

•Antimicrobial Stewardship

•Sepsis

•Infection control and surveillance

Clinical 
understanding

•ISO 13485 – Quality Management 
System

•ISO 62304 – Software life-cycle 
processes 

•ISO 14971 – Risk Management

•ISO 27001 – Information security

•ISO 27701 – Privacy

•ISO 62366 – Usability

•ISO 14155 – Clinical Investigation

Regulatory 
compliance

•Multi language programming 
(C#, Angular, C++, JAVA, VBA)

•Web based technologies

•SQL or InterSystems Caché
database structure

•Integration to hospital systems e.g. 
HL7 or FHIR

•Statistical analysis 
(SPSS, R, Excel, Matlab)

Technologies

TREAT SYSTEMS SERVICES AND QUALIFICATIONS

- HIGH PERFORMANCE TEAM

Treat Systems is a dynamic and innovative Danish SMV focused on developing certified healthcare software 
solutions including decision support, machine learning (ML) and artificial intelligence (AI). Our key clinical 

focus areas are within infectious diseases, microbiology, antibiotic therapy and antibiotic resistance. 



KEY TECHNOLOGIES

WE HAVE FALLEN IN LOVE WITH BAYESIAN NETWORKS AND COST-BENEFIT

Artificial intelligence (AI)
Machine Learning

Deep Learning

• Deep Neural Network 
(DNN)

• Convolutional Neural 
Network (CNN)

• Artificial neural 
networks

• Decision trees
• Support vector 

machines
• Bayesian networks
• Genetic algorithms

• Reasoning
• Knowledge 

representation
• Planning
• Learning
• Natural language 

processing
• Perception
• Cost-benefit



AVOID BLACK BOX MODELLING

- TRADEOFF BETWEEN PERFORMANCE AND TRANSPARENCY

The disadvantage of advanced AI models is that it can be difficult for humans to 
see how the model has arrived at a given outcome.

Black box
Input is converted 

into output

Clinical data Decision support e.g. 
risk assessment

You should use visual graphic that supports 
interpretation of the algorithm's results



BACKGROUND

- PREHOSPITAL MEDICAL RECORDS GIVE AN OPPORTUNITY FOR EARLY IDENTIFICATION BEFORE ARRIVAL AT THE EMERGENCY DEMPARTMENT

Rapid identification and appropriate antibiotic treatment is the single most 
important intervention in treating sepsis

• Subtle signs and symptoms

• Don’t wait until the patient is hypotensive!

Scores are a common feature in sepsis assessment

• qSOFA/SOFA are part of the latest definitions

• Many publications of ML scores for early identification/severity assessment

AIM: With electronic prehospital medical records, can risk-
stratification start prior to ED arrival? 

Can existing scores be used and can we do better with ML?

*this presentation contains minor deviations from numbers presented in the abstract due to additional data made available on 
hospital admissions after submission



All ambulances in Denmark are equipped with devices to collect data in an electronic 
prehospital medical record (amPHI) which is automatically shared with the emergency 
department at the arrival hospital

Many clinical patient parameters are collected and documented automatically e.g. Blood pressure, 
pulse, blood saturation and ECG – very different from hospital environment 
For some critical patients <10% end tidal CO2 (ETCO2) and respiratory frequency (RF) are measured 
automatically
Electronic prehospital records present an opportunity to use this data for decision support –
potential to guide diagnostic testing (e.g. POCT), early treatment or interventions

COLLECTING CLINICAL DATA

- USE WHAT IS ALREADY AVAILABLE



Patients
PMR data collected from Danish Regions for all prehospital journeys between 1 July 
2016 and 31 December 2020. 

Data collected
All physiological variables (temperature, HR, systolic/diastolic BP, respiratory rate, 
O2 saturation, GCS and blood glucose). 

Outcomes
Positive blood culture, 30-day mortality and ICU admission

Comparators
Standard vital-sign-based clinical triage scores – qSOFA, DEPT (Danish Emergency 
Process Triage), NEWS2, RETTS

Data preparation
After cleaning and arranging the data (combining variables, converting to 
timeslices), data were split into training (2017-2019) and test (2020) sets

OUR STUDY

-METHODS



Using training data
• Exploratory data analysis –

investigate links between variables 
and to outcomes

• Feature engineering - identify new 
features 
(combinations/transformations)

• Feature selection

• Model selection –
tuning/optimization of model 
parameters

Using test data
• Model assessment – visualization 

and interpretation of the results

MACHINE LEARNING (ML) MODEL DEVELOPMENT

-BASIC MODEL DEVELOPMENT STEPS



INCLUSION/EXCLUSION

274042 medical records created in amPHI
between 01-07-2016 and 31-12-2020

256960 medical records

256950 medical records

243894 medical records

219934 medical records 

17082 medical records without Danish civil registration 
number

10 cases where medical records were mapped to multiple 
patient IDs (errors)

13056 medical records of patients <18 years

36 medical records with patient´s time of death prior to 
medical record creation or missing mortality status

23924 medical records without physiological measurements

343858 medical records

219323 medical records  included for
107569 unique patients

611 medical records associated with patients DOA



AGE DISTRIBUTION



DESCRIPTIVE STATISTICS - PHYSIOLOGICAL MEASUREMENTS



DEMOGRAPHICS, OUTCOMES BY 112 STATUS



FACTORS INFLUENCING PATIENT OUTCOMES - CHARLSON



MORTALITY BY ICD10 CODE GROUP



SURVIVAL CURVES, STRATIFIED BY NUMBER OF VISITS IN THE LAST 365 DAYS



RESULTS AND PERFORMANCE

- A MORE PRECISE ESTIMATE OF THE SEVERITY OF THE PATIENTS CAN BE FOUND VIA ADVANCED DECISION SUPPORT

30-day mortality

Positive BC

ICU admission



RESULTS AND PERFORMANCE – 30-DAY MORTALITY

- TO UTILIZE THE IMPROVED PREDICTIONS, OPERATING POINTS MUST BE CHOSEN TO GUIDE INTERVENTION VIA ADVANCED DECISION SUPPORT

Low-risk
High NPV/low 
sensitivity
→ rule-out

Find 20% patients with 70% false alarms

High-risk
High 
specificity/PPV, 
but low 
sensitivity
→ rule-in



RESULTS AND PERFORMANCE – 30-DAY MORTALITY

- TO UTILIZE THE IMPROVED PREDICTIONS, OPERATING POINTS MUST BE CHOSEN TO GUIDE INTERVENTION VIA ADVANCED DECISION SUPPORT

Although ML models perform significantly better than the baseline models there is no magic-bullet cut-off 
with high sensitivity AND high specificity, PPV.

➔ Choose operating points to stratify patients into risk groups

Clinical practice

Best ML model



APPLICATIONS/FUTURE WORK

- DECISION SUPPORT UNIFIES PERSONALIZED MEDICINE, MACHINE LEARNING, ARTIFICIAL INTELLIGENCE AND CLINICAL PRACTICE

Suspected 
infection

Automatic collection of 
clinical data (Pulse, SpO2, BP 

and ECG)

Perform 
additional POCT

Amphi-TIPS: Early identification of prehospital sepsis

Configurable
intelligent logic

Personalized decision 
support Contact GP

Hospital 
admission

Stratification based on 
machine-learned sepsis 

severity



Data is collected and is already collected in the ambulances
… why not use this gold mine to automate the clinical workflow using decision support?

The ML models perform significantly better than the baseline models (clinical practice)
… However, precision remains low with large numbers of false positives

Potential benefits from use of ML in prehospital risk, but further investigation required
… e.g. prospective trial of additional POC test for high risk/safety of low-risk patients

SUMMARY

- TAKE HOME MESSAGES

Mads Lause Mogensen M.Sc., Ph.D.  

Chief Executive Officer (CEO)
mm@treatsystems.com

mailto:mm@treatsystems.com


How to take the artificial out of AI
White box and explanatory decision support



THE APPROACH

HOW DO WE GET THINGS DONE

Clinical problem

Understand the 
domain

Build model based on literature, 
knowledge and clinical understanding

Collect data

Clean data

Use machine learning (ML) to calibrate and 
finetune the model to local conditions 

Validate your model

Include algorithm in 
software tool

Determine input and 
output



CAUSAL PROBABILISTIC NETWORK (BAYSIAN NETWORKS)
THE BEAUTY OF CAUSALITY

Cloudy

RainSprinkler

Wet grass?

P(Cloudy=True) P(Cloudy=False)

50% 50%

P(Cloudy=True) P(Cloudy=False)

P(Rain=True) 80% 20%

P(Rain=False) 20% 80%

P(Cloudy=True) P(Cloudy=False)

P(Sprinkler=True) 10% 50%

P(Sprinkler=False) 90% 50%

P(Sprinkler=True) P(Sprinkler=False)

P(Rain=True) P(Rain=False) P(Rain=True) P(Rain=False)

P(Wet=True) 99% 90% 90% 0%

P(Wet=False) 1% 10% 10% 100%



CAUSAL PROBABILISTIC NETWORK (BAYSIAN NETWORKS)
THE BEAUTY OF CAUSALITY

Compile/Run mode Enter evidence

Calculate backwardsMore evidence

Bayes Formula



CAUSAL PROBABILISTIC NETWORK (BAYSIAN NETWORKS)
THE BEAUTY OF CAUSALITY

Simple example

Advanced example




